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VOTE!

• michigan.gov/vote


• https://www.betterknowaballot.com


• Mail absentee ballot TODAY! (or 
better yet, drop it off at clerk’s office)
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Puppy time!
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PCA Questions
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PCA Questions
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PCA Questions
Scheduling
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PCA Questions
Scheduling

• Gets complicated! See, e.g., https://
stackoverflow.com/questions/42970700/
openmp-dynamic-vs-guided-scheduling
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PCA Questions
Scheduling

• Goal is good load balance with low 
overhead.


• Can be implementation (i.e., compiler) 
specific


• Guided and dynamic have larger 
overheads (guided the most?)


• Cache and NUMA effects can play a role..
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PCA Questions
Scheduling
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PCA Questions
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PCA Questions
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PCA Questions
Cache blocking in OpenMP

• https://moodle.rrze.uni-
erlangen.de/pluginfile.php/
10881/mod_resource/
content/
3/05_Roofline_Jacobi.pdf
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Group work: HW8!


